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INTRODUCTION 

Transportation is a fundamental aspect of human civilization, 

facilitating the movement of goods, people, and services from one 

place to another. However, ensuring efficient transportation systems 

presents a myriad of challenges, one of the most prominent being 

transportation problems. 

Transportation problems represent a significant area of study within 

the field of Operations Research, a discipline that utilizes 

mathematical modeling and analytical methods to optimize decision 

making processes. In the context of 0perations Research, 

transportation problems involve determining the most efficient way 

to transport goods from multiple origins to multiple destinations, 

while minimizing costs or maximizing profits. 

These problems are pervasive in various industries, including 

manufacturing, distribution, logistics, and supply chain management. 

They arise when companies need to allocate limited transportation 

resources, such as vehicles, routes, and capacities, to fulfill demand 

from customers or distribution centers. 

The fundamental objective of addressing transportation problems in 

Operations Research is to find the optimal allocation of resources to 

minimize total transportation costs, which may include expenses 
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associated with fuel, labor, vehicle maintenance, and time. 

Additionally, considerations such as delivery time constraints, vehicle 

capacities, and route efficiency further complicate the optimization 

process. 

Mathematical models, such as linear programming, network 

optimization, and heuristic algorithms, are commonly employed to 

formulate and solve transportation problems in Operations Research. 

These mnodels allow analysts to explore various scenarios, evaluate 

trade-offs, and identify the most cost-effective transportation 

strategies. 

By applying Operations Research techniques to transportation 

problems, businesses can streamline their logistics operations, 

enhance supply chain efficiency, reduce operational costs, and 

improve customer satisfaction. Furthermore, these methodologies 

enable decision-makers to make informed choices that balance 

competing objectives, such as minimizing transportation costs while 

maintaining service quality and sustainability. 
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TRANSPORTATION PROBLEMM 

Let there be m sources of supply S, (i = 1,2, ., m) having 

a, (i = 1, 2, ..,m) units of supply to be transported among n 

destinations D; (j = 1, 2, ..,. n) with b, (j = 1, 2, ..,.n) units of demand. 

Also let Ci = cost of transporting one unit of commodity from source i 

to destination j and x = no. of units transported from source i to 

destination j. 

Then the problem is to determine the transportation schedule so 

minimize the total transportation cost satisfying the supply and 

demand constraints is called as a transportation problem. 

Mathematically, this problemn may be stated as a linear programing 

problem as fallowS: 
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Minimize z = 21 XL1 Xj Ci subject to the constraints 

2j=1 Xij = a,, i=1,2, ..., m (Supply constraint) 

j=1,2,...,n 

And X >0, for all i and /. 

(Demand constraint) 



TABULAR FORMULA TION OF TRANSPORTATION 

PROBLEMS 

Let there be m sources of supply S; (i=1,2, ..., m) having 

a, (i = 1, 2, .., m) units of supply to be transported among n 

destinations D, (j = 1,2,.., n) with b; (j = 1, 2, ...,.n) units of demand. 

Also let C;i = cost of transporting one unit of commodity from source i 

to destination j and x = no. of units transported from source i to 

destination j. 
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SOME DEFINITIONS AND THEOREMS 

Source: A source in transportation problems represents a point of 

origin where goods are available for transportation. Sources can 

include factories, warehouses, or distribution centers. 

Destination: A destination in transportation problems represents a 

point of delivery where goods are to be transported. Destinations can 

include warehouses, retail outlets, or customer locations. 

Supply: Supply refers to the quantity of goods available at each source 

for transportation to destinations. It represents the capacity or 

availability of goods at the source. 

Demand: Demand refers to the quantity of goods required at each 

destination. It represents the requirement or consumption of goods at 

the destination. 

Transportation Cost: Transportation cost is the cost associated with 

transporting one unit of goods from a source to a destination. It can 

vary depending on factors such as distance, mode of transportation, 

and handling fees. 

7|Pag e 



Decision Variables: Decision variables in transportation problems 

represent the quantities of goods to be transported from each source 

to each destination. These variables are typically represented in a 

transportation matrix. 

Objective Function: The objective function in transportation 

problems represents the total cost of transporting goods from sources 

to destinations. The goal is to minimize this cost while meeting supply 

and demand requirements. 

Constraints: Constraints in transportation problems represent 

limitations or restrictions on the transportation process. These 

constraints include supply constraints, demand constraints, and 

capacity constraints at sources and destinations. 

Feasible Solution: A feasible solution in transportation problems is a 
transportation plan that satisfies all supply and demand constraints. It 

represents a valid allocation of goods from sources to destinations. 

Optimal Solution: An optimal solution in transportation problems is a 

feasible solution that minimizes the total transportation cost. It 
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represents the most cost-effective transportation plan among all 

feasible solutions 

Important theorems 

i) A necessary and sufficient condition for the existence of a feasible 

solution to the transportation problem is aj = b, 

i) The number of basic variables in transportation problem are 

m +n-1. 
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BALANCED AND UN-BALANCED TRANSPORTATI 

ON PROBLEMS 

In transportation problems, 

i) When total demand = total supply then the problem is said to be 

balanced transportation problem. 

Mathematically, this can be expressed as: ) Supply = ) Demand 

ii) When total demand # total supply then the problemn is said to be 

unbalanced transportation problem. 

Mathematically, an unbalanced transportation problem can be 

expressed as: ) Supply ) Demand 
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METHODS OF FINDING INITIAL BASIC FEASIBLE 

SOLUTION (|BFS) 

There are several methods for finding the initial basic feasible 

solution of a transportation problenm. Here are three common 

approaches: 

1) North-West corner rule 

2) Least cost method (Matrix minima method) 

3) Vogel's approximation method (VAM) 

These methods provide initial feasible solutions, which can then 

be further optimized using various transportation algorithms such 

as the Modified Distribution Method (MODI) or the Stepping Stone 

Method. 
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APPLICATION PROBLEM 

A toy manufacturing company has three factories located in different 

cities and four retail stores in various locations. The company needs 

to determine the most cost-effective way to transport its toys from the 

factories to the retail stores while minimizing transportation costs. 

The transportation costs (in Rs per unit) from each factory to each 

store are given in the following table: 

fallows: 

FACTORY �  1 

FACTORY �  2 

FACTORY �  3 

STORE-1 STORE-2 STORE-3 STORE-4 

5 

4 

12 a 2e 

6 

6 

7 

Factory 1 can produce up to 1000 toys. 

Store 1 requires 600 toys. 

5 

Factory 2 can produce up to 800 toys. 

Store 2 requires 500 toys. 

Factory 3 can produce up to 1200 toys. 

Additionally, each factory has a limit on the number of toys it 

can produce, and each store has a demand requirement. The 

production capacities and demand requirements ar 

8 

6 

7 

7 

9 

8 



Store 3 requires 700 toys. 

Store 4 requires 900 toys. 

Find the optimal transportation plan to the above transportation 

problem which minimizes the total transportation cost. 

Solution: 

First we construct the tabular formulation of above transportation 

problem as 

FACTORY-1 

FACTORY-2 

FACTORY-3 

STORE-1 STORE-2 STORE-3 STORE-4 SUPPLY 

5 

4 

6 

REQUIREMENT 600 

6 
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7 

5 

500 

8 

6 

7 

700 

7 

’ total supply = total demand = 2700 

9 

Here, total supply = )a, = 900 + 800 + 1000 = 2700 

:. The given transportation problem is balanced. 

8 

900 

And total demand = )b; =600 + 500 + 700 + 900 = 2700 

First, we find an initial basic feasible solution using Vogel's 

approximation method as fallows: 

900 

800 

Hence, there exists an intial basic feasible solution to the given 

problem. 

1000 



F-1 

F-2 

F-3 

S-1 

600 

600 

5 

4 
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6 

S-2 

500 

500 

1 

1 

6 

7 

5 

S-3 

200 

500 

800 

1 

1 

: This solution is degenerate. 

1 

1 

7 

8 

6 

7 

S-4 

900 

900 

1 

1 

1 

1 

7 

8 

900 

Row penalties 

1 1 1 1 1 

800 2 1 3 

: The minimum transportation cost according to this plan is -

1000 1 2 1 1 

Z=7x 900 + 4 × 600 +6x 200 +5 x 500 + 7 x500 = 15900 Rs. 

Here. the number of allocated cells = 5, which is one less than to m +n 

-1=3 + 4-1=6 

7 

To resolve degeneracy, we make use of an artifical quantity (E). 



Tne quantity E is assigned to that unoccupied cell, which has the 

minimum transportation cost. 

The quantity E is assigned to the cell (1,1), which has the minimum 

transportation cost = 5. 

F-1 

F-2 

F-3 
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Demand 600 

Allocation table is -

F-1 

F-2 

S-1 

E 

F-3 

Demand 

600 

S-1 

600 

4 

Optimality test using MODI method 

600 

6 

5 

4 

S-2 

6 

500 

500 

S-2 

500 

6 

500 

7 

6 

7 

5 

S-3 

200 

500 

800 

S-3 

200 

500 

800 

6 

7 

8 

6 

7 

S-4 

900 

900 

S-4 

900 

900 

7 

9 

7 

8 

Supply 

900 

800 

1000 

Supply 

900 

800 

1000 



Iteration-1 of optimality test 

& Find u, and v, for all occupied cells(i, j), where Cij = uj + v, 

1. Substituting, u, =0, we get 

2. C11 = uj t VË ’V1 = C11 - u, ’ V, =5- 0 = 5 

J. C21 = U2 + VË ’ U = C21 -V, ’ u, = 4 -5=-1 

4. Cz3 = U, t V3 ’ V3 = C23- Uz ’Vy= 6+1=7 

5. C33 = U3 + V3 ’ Uz = C33 - Vz ’ V =7- 7=0 

6. C32 = U3 + V2 ’ V2= C32 - u3 ’ V2 =5- 0=5 

7. C14 = u, + 4 ’ V4= C4 - u, ’ V4 =7-0=7 

Find d for all unoccupied cells(i, j), where dij = Cij -(u, + v;) 

1. d2 = C12 - (ujt V2) ’dË2 =6- (0+ 5) =1 

2. d13 = C13 -(u + V3) d2 =8- (0+ 7) =1 

3. dz2 = Cz2 -(uz t V) ’ dz2 =7-(-1 +5) = 3 

4. dz4 = Cz4 -(uz + V4) ’ dË2 =9--1+7) =3 

5. d31 = C31 -(Ug + VË) ’ dË2 =6- (0 + 5) =1 

6. d34 = C34 -(U3 + V4) ’ d12 =8-(0+ 7) =1 
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Since all d; >0, the initial basic feasible solution is an optimal 

solution. 

F-1 

F-2 

F-3 

S-1 
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E 

600 

Demand 600 

5 

4 

6 

S-2 

500 

500 

6 

7 

5 

S-3 

200 

500 

800 

Hence, the optimal solution is given by -

And the minimum transportation cost is 

6 

7 

S-4 

900 

900 

7 

Supply 

900 

800 

1000 

X14 =900, x21 = 600, X23 = 200, x32 = 500, x33 = 500 

Min Z = 7x900 +4 x 600 +6x 200 + 5 x 500 + 7 x 500 = 15900 Rs. 
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INTRODUCTION 

The assignment problem is a classic optimization challenge that falls 

within the realm of Operations Research, a field dedicated to applying 

mathematical and analytical methods to solve complex decision 

making problems. It involves the optimal allocation of a set of 

resources to a set of tasks, with the objective of minimizing the total 

cost or maximizing the total benefit associated with the assignments. 

In its simplest form, the assignment problem arises when there are a 

group of agents or resources available to perform a set of tasks, and 

each task must be assigned to exactly one agent, while each agent can 

handle at most one task. The goal is to determine the assignment that 

minimizes the total cost or maximizes the total benefit, taking into 

account various constraints and preferences. 

The assignment problem has broad applications across diverse 

industries and domains. For instance, in manufacturing, it can be used 

to assign machines to production tasks to minimize production costs 

or maximize production output. In transportation and logistics, it can 

help assign vehicles to delivery routes to minimize transportation 

costs or maximize service efficiency. In project management, it can aid 

in assigning personnel to project tasks to optimize resource utilization 

and project completion time 



To address the assignment problem, various mathematical techniques 

and algorithms have been developed. These incude the Hungarian 
algorithm, the auction algorithm, linear programming, integer 

programming, and network flow algorithms. These methods enable 

decision-makers to systematically evaluate assignment options, 

consider multiple criteria and constraints, and identify the most 
efficient allocation of resources to tasks. 

The significance of the assignment problem lies in its ability to 

streamline operations, improve resource utilization, and enhance 

overall efficiency in a wide range of applications. By leveraging 

Operations Research techniques to solve assignment problems, 

organizations can achieve cost savings, productivity gains, and better 

decision-making outcomes, ultimately gaining a competitive edge in 

today's complex and dynamic business environment. 
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ASSIGNMENT PROBLEM 

Let us consider a problem of assignment ofn resources (workers) to n 

activities (jobs) so as to minimize the overvall cost (or maximize 

profit) in such a way that each resource can associate with one and 

only one job. This type of problem is called as the assignment 

problem. 

Let there are n workers (i = 1,2, ... , n) and n jobs (j = 1,2, .., n). 

Let C; be the cost of assigning ith person to jth job. 

Let xi; denote the assignment of ith person to jth job such that 

if personi is assigned to job j 
Xij 

Then mathematically the assignment problem can be formulated as: 

Minimize z = 212 XjCi subject to the constraints 

2=1 Xij = 1, 

LE) Xij =1, 

otherwise 

i= 1,2,.. ,n 

j= 1,2, ..., n 

And x =0 or 1, for all i and j. 



SOME DEFINITIONS AND THEOREMS 

Task; A specific activity or job that needs to be completed. Each task is 

associated with a certain cost, time, or utility value. 

Agent or Resource: An entity capable of performing tasks. Agents can 

be machines, workers, vehicles, or any other resource capable of 

completing tasks. 

Assignnent: The allocation of tasks to agents. An assignment specifies 

which agent is responsible for performing each task. 

Cost Matrix: A matrix that represents the costs, times, or other 

relevant values associated with assigning each task to each agent. 

Each element of the matrix represents the cost or value of assigning a 

specific task to a specific agent. 

Objective Function: The function that quantifies the total cost, time, or 

utility associated with a particular assignment. In minimization 

problems, the objective is to minimize this function, while in 

maximization problems, the objective is to maximize it. 

Feasible Assignment: An assignment that satisfies all constraints and 

requirements of the problem. In the Assignment Problem, each task 

must be assigned to exactly one agent, and each agent can be assigned 

to perform at most one task. 
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Optimal Assignment: A feasible assignment that minimizes the total 

assignment cost is called an optimal assignment. 

Constraints: Restrictions or limitations that must be satisfied in the 

assignment process. In the Assignment Problem, the main constraint 

is that each task must be assigned to exactly one agent, and each agent 

can be assigned to perform at most one task. 

Optimal solution 

A feasible solution to a assignment problem is said to be optimal ifit 

minimizes the total assignment cost. 

" Important theorem 

In an assignment problem if we add (or subtract) a constant to every 

element of any row (or column) of the cost matrix (Cij] then an 

assignment that minimizes the total cost on one matrix will also 

minimizes the total cost on the other matrix. 



BALANCED AND UN-BALANCED ASSIGNMENT 

PROBLEMS 

In assignment problems, 

i) When the number of resources is equal to the number of activities 

then the assignment problem is called as balanced assignment 

problem. 

ii) When the number of resources is not equal to the number of 
activities then the assignment problem is called as an unba 

assignment problem. 

8| 



METHOD FOR SOLVING ASSIGNMENT PROBLEMS 

Hungarian method 

The Hungarian method for the optimal solution of assignment 

problem (minimization) involves following steps 

Step 1: i) If number of rows = number of columns then proceed to the 

next step. 

ii) If the number of rows # number of columns, then a dummy 

row or dummy column must be added with zero cost elements to 

make the balanced problem. 

Step 2: Find the smallest cost in each row of the cost matrix and 

subtract it from every element of the corresponding row to get the 

first reduced matrix. 

Step 3: In the cost reduced cost matrix, find the smallest cost in each 

column of the cost matrix and subtract it from every element of the 

corresponding column. Each column and row will now have at least 

One ero. 

Step 4: Assign single zero in each row by a square( )and cross out 
(x) all other zeros in the ccorresponding row and column. Repeat the 

procedure for the columns. Repeat this step until all zeros are either 

assigned or crossed out. 

91 



Step 5: () If no of assignments = number of rows then the current 

assignment is optimal. 

step. 

(ii) If no of assignments # number of rows then go to the next 

Step 6: Draw the minimum number of horizontal and vertical lines to 

COver all the zeros as follows 

() Mark () to those rows where no assignment has been made. 

() Mark (/) to those columns which have zeros in the marked rows. 

(i) Mark () rows (not already marked) which have assignments in 
marked columns. 

(iv) The process may be repeated until no more rows or columns can 

be checked. 

(v) Draw straight lines through all unmarked rows and marked 

columns. 

Step 7: Select the smallest element among all elemnents not covered 

with lines. Subtract this element from all uncovered elements and add 

it to all elements lying at the intersection. 

Step 8: Go to step 4 and repeat the procedure till an optimal 
assignment is obtained. 
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APPLICATION PROBLEM 

A construction company has five construction projects (Project 1, 

Project 2, Project 3, Project 4, Project 5) to complete, and five 

construction teams (Team A, Team B, Team C, Team D, Team E) 

available to work on these projects. Each project requires different 

skills, and each team possesses different capabilities for each project. 

The company aims to assign teams to projects in a way that minimizes 

the total time required to complete all projects, where the time is 

determined by the efficiency of the team for each project. 

The following table shows the time (in days) required by each team to 

complete each project: 

Project 

Project 1 

Project 2 

Project 3 
Project 4 
Project 5 

Team A Team B 

4 

5 

6 

7 

5 5 

4 

7 

6 

9 

Team C Team D Team E 

be assigned to exactly one team. 

6 

7 

5 

8 

4 

7 

6 

8 

5 

4 

8 

Find the optimal assignment schedule to this problem which 

minimizes the total time required to complete the projects. 

9 

4 

3 

Each team can only be assigned to one project, and each project must 

6 
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Solution: Here, total no. of projects = total no. of teams 

The given assignment problem is balanced. 

Now, lets find the optimal solution using Hungarian method. 

) Subtract the smallest element in each row from all the elements 

in that row. 

Project Team A Team B 

Project 1 

Project 2 

Project 3 

Project 4 

Project 5 

Project 

Project 1 

Project 2 

1 

elements in that column. 

Project 3 

2 

Project 4 

4 

4 

Team A 

1 

2 

4 

0 

3 

1 

3 

5 

1 

ii) Subtract the smallest element in each column from all the 

0 

3 

Team C TeamD 

3 

2 

3 

1 

5 

2 

3 

3 

Team B Team C Team D Team E 

1 

2 

5 

4 

2 

3 

2 

Team E 

4 

5 

2 

2 

4 
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Project 5 4 

ii) Assigning single zero in each row. 

Project 

Project 1 

Project 2 

Project 3 

Project 4 

Project 5 

Project 1 

Project 2 

Project 3 

Team A Team B A 

[0] 

Project 4 

1 1 

Project 5 

2 

4 

5 

1 1 

2 

[0] 

4 

3 

3 

5 

Team C Team D 

3 

2 

3 

3 

5 

1 

Project Team A Team B Team C TeamD 

5 

[0] 

Since, no., of assignments = 4 # 5 = no. of rows, the optimal assignment 
is not reached. 

iv) Draw the minimum number of horizontal and vertical lines to 

cOver all zeros in the matrix. 

2 

3 

3 

2 

1 

4 

5 

2 

0 

3 

2 

2 

4 

Team E 

2 

4 

[0] 

2 

Team E 

2 
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v) Selecting the smallest element among the cells not covered with the 
lines (1) and subtracting it from all the uncovered elements and 
adding it to all the elements lying at the intersection. 

Project 

Project 1 

Project 2 

Project 3 

Project 4 

Project 5 

Project 1 

Project 2 

Project 3 

Team A Team B Team C Team D 

Project 4 

1 

Project 5 

1 

3 

4 

Project Team A Team B 

1 

1 

1 

vi) Again assigning single zero in each row. 

3 

0 

4 

2 

2 

5 

1 

2 

2 

2 

5 

3 

4 

0 

Team C 

2 

3 

[0] 

4 

0 

3 

2 

3 

1 

0 

Team D 

3 

2 

3 

1 

[O] 

Team E 

5 

3 

Team E 

5 

6 

[0] 

3 

Since, no. of assignments=4#5 = no. of rows, the optimal assignment 
has been reached. 
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Hence, an optimal assignment schedule is given by 

Projects 
Project 1 

Project 2 

Project 3 

Project 4 

Project 5 

Teams 

Team A 

Team B 

Team C 

Team E 

Team D 

And the minimum assignment days for completion of projects is 

Min Z = 4+ 4 +5+3+4 = 20 days. 
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SOME OTHER APPLICATIONS OF ASSIGNMENT 

PROBLEMS 

Assignment problems have various practical applications across 

different fields. Some simple applications include: 

1) Workforce Assignment: Assigning tasks to employees based on 

their skills and availability to optimize productivity and efficiency. 

2) Transportation Planning: Determining the optimal assignment of 
vehicles to routes or deliveries to minimize transportation costs or 
time. 

3) Machine Assignment in Manufacturing: Assigning jobs to 
machines in a factory to maximize throughput and minimize idle time. 

4) Project Allocation: Allocating resources such as manpower, 
equipment, and budget to different projects to maximize overall 

project success. 

5) School Bus Routing: Assigning students to buses and bus routes to 
minimize travel time and distance. 

6) Sports Scheduling: Assigning teams to play against each other in 
sports leagues or tournaments to optimize fairness and minimize 

conflicts. 

7) Medical Staff Scheduling: Assigning doctors and nurses to shifts 

in hospitals to ensure adequate coverage while minimizing overtime 
and fatigue. 

8) Inventory Management: Assigning inventory items to different 
locations or warehouses to optimize stocking levels and minimize 
storage costs. 

16T 



9) Facility Location: Assigning customers to service centers or 
facilities to minimize transportation costs or service time. 

10) Broadcasting and Telecommunication: Assigning frequencies 
or channels to transmitters to minimize interference and maximize 

coverage. 

17 
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INTRODUCTION 

Many business and econon1ic situations are concern ed with a 

problen1 of planning activity. In each case, there are limited resour ces 

at your disposal and your problem is to make such a use of these 

resources so as to yield the n1aximun1 production or to minimize the 

cost of production or to give the maximum profit, etc. Such problems 

are referred as the the problems of constrained optimization. 

Linear programming (LP) is a mathematical method used for 

optimizing a linear objective function, subject to a set of linear 

equality and/or inequality constraints. It is a powerful tool in 

operations research, economics, engineering, and various other fields , 

providing a systematic approach to decision-making in situations 

where resources are limited. 

At its core, linear programming seeks to find the values of decision 

variables that maximize or minimize an objective function, while 

satisfying all given constraints. The objective function represents the 

quantity to be maximized ( or minimized), such as profit , revenue , 

cost, or efficiency. The decision variables are the factors that can be 

adjusted to achieve this optimization. 

The constraints in a linear programming problem represent 

limitations or restrictions on the decision variables. These constraints 



i 

I 

are typically linear equations or inequalities that reflect the available 

resources, capacities, or other requirements of the problem. 
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GENERAL FORM OF 4PP 

The general form of a linear programmin g problem can be expressed 

as follows: 

Maximize ( or minimize) Z = c1x1 + c2x2 + ... + CnXn 

Subject to constraints: 

where, 

Z represents the objective function to be optimized. 

c1, c2, ... , Cn are coefficients of the decision variables Xi, x2 , .•. , Xn in the 

objective function. 

aij are coefficients of the decision variables in the constraints. 

b1 , b2, .•. , bm are the constraints' right-hand side values. 

m is the number of constraints. 

n is the number of decision variables. 



SOLUTIONS TO LPP 

Solution: A set of valu es of th e decis ion variables x1, x2, ... , x
0 

whi ch 

satisfies the constraints of the LPP is ca11ed a solution of LPP. 

Feasible Solution: A solution to LPP which satisfies the non-

negativity restrictions of the problem is called a feasible solution of 

LPP. 

Optimal Solution: A feasible solution to LPP which optimizes 

(Maximizes or minimizes )the objective function is called an optimal 

solution of LPP. 

Basic solution:Consider a system of m simultaneous equations in n 

variables AX = b, where A ism x n matrix of rank m (m < n). Then a 

solution obtained by setting (n - m) variables equal to zero and 

solving the resulting system is called a basic solution to the given 

system of equations. 

Basic feasible solution: 

A basic solution in which all the variables are non-negative is called a 

basic feasible solution. 

iJ Degenerate basic feasible solution: A basic feasible solution in 

which at least one of the basic variable is zero is called 

degenerate basic feasible solution. 



;;J Non-degenerate basicfeasible solution: A basic feasible solution 
=, 

in which all the basic variables are positive is called degenerate 

basic feasible solution. 

7 



----- ----------------- ----~---- ---.. 

M_ETHODS OF SOLVING LPP 

Simplex Method: 

L The simplex method is an iterative algorithm for solving linear 

programming problems. It starts at a feasible solution and moves 

along the edges of the feasible region towards the optimal solution. 

2. At each iteration, the simplex method identifies an improving 

direction, which is a non-basic variable that can be increased (for 

maximization problems) or decreased (for minimization problems) 

to improve the objective function value. 

3. The algorithm proceeds by pivoting, which involves exchanging a 

basic variable with a non-basic variable to move from one vertex 

( or extreme point) of the feasible region to another, where the 

objective function value is either increased (for maximization) or 

decreased (for minimization). 

4. The process continues until no further improvement can be made, 

at which point the optimal solution is reached. 

5. The simplex method efficiently solves large-scale linear 

programming problems and is widely used in practice due to its 

effectiveness and robustness. 



I 
,,~ 

II 

I 
: 

I 

,I 

yraphical Method: 

1. The graphical method is a graphical representation technique used 

to solve linear programming problems with two decision variables. 

2. In this method, the feasible region defined by the constraints is 

graphically represented on a coordinate plane. Each constraint is 

plotted as a line or boundary, and the feasible region is the 

intersection of these lines. 

3. The objective function is then represented as a contour line or level 

curve on the same graph. The optimal solution is the point within 

the feasible region where the objective function contour line is 

tangent to or intersects the feasible region boundary. 

4. The graphical method is intuitive and provides a visual 

understanding of the problem and its solution, making it useful for 

educational purposes and simple problems with few decision 

variables. 
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______________________________ ___, 

APPLICATION PROBLEM 
-
A farm er has a total of 150 acres of land availab le for cuJ tjvation. The 

farmer can choose to plant two types of crops : corn and soybean s. 

Each acre of corn requires 3 units of wat er and 4 units of fertilizer , 

while each acre of soybeans requires 4 unit s of water and 2 units of 

fertilizer. The farmer has 600 units of water and 400 unit s of fertilize r 

available. Additionally, the farmer estimates that the profit from 

selling each acre of corn is 30 k, while the profit from selling each acre 

of soybeans is 20 k. Formulate a linear programming problem to help 

the farmer determine how many acres of each crop to plant in order 

to maximize profit. 

Solution: 

MATHEMATICAL FORMULATION OF THE PROBLEM 

Let x be the number of acres of corn to be planted 

Andy be the number of acres of soyabeans to be planted. 

Objective Function : Maximize Z = 30x + 20y (where, Z represents 

the total profit from planting corn and soybeans) 

Constraints: 

i) Water constraint, 3x + 4y < 600 

ii) Fertilizer constraint, 4x + 2y < 400 



iii) Land constraint, x +y< 150 

And x, y >0. 

Here, our goal is to optimize the allocation of land for corn and 

soybeans to maximize profit while considering the available resources 

and constraints imposed by water. fertilizer, and land availability. 

BY USING GRAPHICAL METHOD 

First we draw the lines of the constraint equations 3x + 4y = 600, 

4x + 2y = 400 and x + y= 150. 

i) For the equation 3x + 4y = 600: 

X 

0 

200 

150 

X 

0 

y 

i) For the equation 4x + 2y = Z00: 

200 

(x, y) 

0 

(0, 150) 

(200, 0) 

(x, y) 

(0, 200) 

90,4) (100, o) 
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ii) For the equation x + y = 150: 

X 

150 

Yakis 

220 

o, 156) 

150 

H2O 

20 

(x, y) 

(0, 150) 

(150, 0) 

eaibld Ycgloh 

50 

On y-ais :L Cm=20 units 

z.4060& 1d0120 140 16o 180 20o 220 

Aio0,4) 
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The feasible region of the LPP is OABC, where O(0, 0), A(100, 0), B(50, 

100) and C(0, 150). 

Extreme point 

O(0, 0) 

And 

A(100, 0) 

B(50, 100) 

C(0, 150). 

Value of Z = 30x + 20y 

Z=30 ×0 + 20 × 0 = 0 

Z= 30 × 100 + 20 x0 = 3000 

Z=30 × 50 + 20 × 

Z= 30 x 0 + 20 × 

Here, the maximum value occurs at the point B(50, 100). 

100 = 3500 

Hence, the optimal solution is X, =50, x, = 100. 

max Z= 30 × 50 + 20 × 100 = 3500 

13 

150 = 3000 



BY USING SIMPLEX METHOD 

The given LPP can be written in the standard form as -

Maximize: Z = 30x, + 20x, 

Let B = 0 

CB 

Subject to: 3x, + 4x, + S1 + Os, + Os = 600 

4x, + 2x, + Os, + S, + Os = 400 

1 

B 

Lo 

S1 

’ XB = 0 

with x, X, > 0. 

Lo 

1 

Initial simplex table 

0 

Then an initial basic feasible solution is given by 

XB 

0 

600 

1 

1 

o 

01 

0 

X = B'b 

XË t X t Os, + Os, + Sz = 150 

0 and setting x, 0, X2 = 0. 

’ Xg = (S1, S2, Sz) = (600, 400, 150) 

0 
0 011 [6007 

1 

0 0] f6001 
|400=0 1 0 1 

30 

3 

20 

2 

14 

0 

S1 

1 

0 

S2 

400 

0 

S3 

0 

[6001 

400 
l150J 

Ratio 

600 

3 
= 200 

l150J lo o 1] l150 0 1J 



0 

0 

S2 

30 

S3 

First iteration 

0 

B 

S1 

X1 

400 

S3 

150 

XB 

300 

100 

4 

50 

1 

-30‘ -20 

30 

X1 

0 

1 

2 

Since z,-c, =-30, the most negative, the variable x will enters 
basis B in place of s, (leaving variable). Here, the pivot element is 4. 

1 

1 

30 

20 

X2 

1 

2 

1 

2 

1 1 

2 

15 

-5 

0 

15 

0 

0 

S1 

1 

1 

0 

0 

0 

S2 

1 

4 

0 

4 

15 

2 

15 

1 

2 

0 

0 

0 

S3 

0 

1 

0 

400 

0 

4 

150 

1 

300 

Ratio 

1/2 

100 

1/2 

= 100 

50 

= 150 

1/2 

600 

= 200 

= 100 



Snce z - Cz = -5, the most negative, the variable X, will enters 

basis B in place of s, (leaving variable). Here, the pivot element is 1/2. 

Second iteration 

CB 

30 

20 

B 

S1 250 

50 

100 

Zj-C; 

30 

X1 

0 

1 1 

0 

30 

0 

20 

X2 

0 

0 

20 

0 

S1 

1 

16 

0 

1 

0 

S2 

And max Z = 30 × 50 + 20 × 100 = 3500 

1 

2 

5 

5 

1 

2 

2 

Hence, the optimal solution is x = 50, x, = 100. 

0 

S3 

-1 

-1 

2 

Since all z; - c 0, the optimal solution has been reached. 

10 
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INTRODUCTION 

In Mathematics, linear programming is a method of optimising 

operations with some constraints. The main objective of linear 
programming is to maximize or minimize the numerical value. It 

Consists of linear functions which are subjected to the constraints in 

the form of linear equations or in the form of inequalities. Linear 

programming is considered an important technique that is used to 

find the optimum resource utilisation. The term "linear programming" 

consists of two words as linear and programming. The word "linear" 

defines the relationship between multiple variables with degree one. 

The word "programming'" defines the process of selecting the best 

solution from various alternatives. 

Linear Programming is widely used in Mathematics and some other 

fields such as economics, business, telecommunication, and 

manufacturing fields. 

Linear programming (LP) or Linear Optimisation may be defined as 

the problem of maximizing or minimizing a linear function that is 

subjected to linear constraints. The constraints may be equalities or 

inequalities. The optimisation problems involve the calculation of 

profit and loss. Linear programming problems are an important claSs 

of optimisation problems, that helps to find the feasible region and 

31 



optimise the solution in order to have the highest or lowest value of 

the function. 

In other words, linear programming is considered as an optimization 

method to maximize or minimize the objective function of the given 
mathematical model with the set of some requirements which are 

represented in the linear relationship. The main aim of the linear 

programming problem is to find the optimal solution. 

Linear programming is the method of considering different 

inequalities relevant to a situation and calculating the best value that 

is required to be obtained in those conditions. Some of the 

assumptions taken while working with linear programming are: 

The number of constraints should be expressed in the 

quantitative terms 

The relationship between the constraints and the objective 

function should be linear 

" The linear function (i.e, objective function) is to be optimised 

4J 



LINEAR PROGRAMMING PROBLEM 

Linear Programming Problem (LPP) typically consists of three main 
Components: 

1. Objective Function: This defines the quantity to be maximized or 

minimized. It could be profit, cost, time, etc. represented as a linear 

equation. 

2. Constraints: These are the limitations or conditions that must be 

satisfied. Constraints are also represented as linear equations 

inequalities. They reflect the real-world limitations, such as 

resource availability, capacity restrictions, demand requirements, 

or other operational constraints. 

3. Decision Variables: These are the variables that we need to 

determine in order to solve the problem. They represent the 

choices or decisions we can make to achieve the objective. 



CHARECTERISTICS OF LPP 

1. Linearity: All the equations involved in an LPP, including the 

objective function and constraints, must be linear. This means that 

each variable appears to the first power only and does not involve 

any products or divisions of variables. 

2. Additivity: The objective function and constraints are additive, 

meaning that the total contribution of each variable to the objective 

function or constraint is the sum of its individual contributions. 

3. Certainty: LPP assumes that all parameters in the objective 

function and constraints are known with certainty and do not vary. 

4. Non-negativity: In most cases, decision variables in an LPP are 

restricted to non-negative values. This means that variables cannot 

take on negative values, as negative quantities often don't make 

sense in real-world applications. 

5. Proportionality: The relationships between variables in an LPP are 
proportional. This implies that if one variable increases or 

decreases, other variables will also increase or decrease in direct 

proportion. 

[6] 



6. Divisibility: Decision variables are assumed to be divisible into 

arbitrarily small quantities. This characteristic allows for solutions 

that include fractional or decimal values of decision variables. 

7.Optimality: The goal of solving an LPP is to find the optimal 

solution that maximizes or minimizes the objective function while 

satisfying all constraints. This solution represents the best possible 

outcome given the available resources and constraints. 



SOME DEFINITIONS AND THEOREMS 

1. Feasible Region: The feasible region is the set of all feasible 

solutions that satisfy all constraints in the LPP. It represents the 

space in which the optimal solution must lie. The feasible region is 

determined by the intersection of the constraints. 

2. Optimal Solution: The optimal solution is the solution to the LPP 

that either maximizes or minimizes the objective function while 

satisfying all constraints. It represents the best possible outcome 

given the available resources and constraints. 

3. Feasible Solution: A feasible solution is a solution to the LPP that 

satisfies all constraints. Feasible solutions may not necessarily be 

optimal but are essential for ensuring that the problem is solvable. 

The fundamental theorem of LPP 

If a linear programming problem admits an optimal solution 

then the optimal solution occurs at one of the extreme points of the 

feasible region 

81 



BIG-M METHOD 

The Big-M method is an alternative method for solving an LPP using 

artificial variables, when the constraints of the LPP are (2 or =) type. 

(1) First convert the given LPP in its standard form (maximization 

problem, constraints into equations, all b,'s non-negative). 

(2) Add the artificial variables A, (>) to the LHS of the constraints of 

(2 or =) type and obtain an initial basic feasible solution and assign a 

large penalty value '-M' to this artificial variables in the objective 

function. 

(3) Solve the modified LPP using the general simplex method until the 

following three possibilities arises 

i) If no artificial variable appears in the basis and the optimality 

condition is satisfied (Z; - C;> 0) then the current solution is the 

optimal basic feasible solution. 

ii) If atleast one artificial variable appears in the basis with zero 

value in the Xg column and the optimality condition is satisfied 

(Z; - C;2 0) then the current solution is the optimal basic feasible 

solution, which is degenerate solution. 

iii) If atleast one artificial variable appears in the basis with 

positive value in the Xg column and the optimality condition is 

19] 



satisfied (Z �  C; 0) then the original problem has no feasible 

solution. The solution satisfies the constraints but does not optimize 

the objective function, since it contains a very large penalty -M' and it 

is called Pseudo optimal solution. 

[101 



APPLICATION PROBLEM 

A car manufacturing plant produces two types of cars, Sedan and SUV, 

using two different assembly lines, Line A and Line B. Each Sedan 

requires 20 hours of Line A's time and 15 hours of Line B's time, while 

each SUV requires 25 hours of Line A's time and 20 hours of Line B's 

time. The plant has 300 hours of Line A's time and 250 hours of Line 

B's time available per week. 

To meet market demand, the plant must produce at least 10 Sedans 

per week. 

Formulate a Linear Programming Problem to maximize the plant's 

weekly car production output while considering the given constraints. 

Solution: 

MATHEMATICAL MODEL 

Let x ’ No. Of weekly sedan car production 

y ’ No. Of weekly SUV car production 

Let Z ’ Total plant's weekly car production of sedan and SUV 

Objective: Max Z =xty 

Subject to constraints: 

i) 20x + 25y < 300 (line A's constraint) 

[11] 



i) 15x + 20y < 250 (line B's constraint) 

iii) x > 10 

And x, y >0. 

Here, our goal is to maximize the plant's weekly car production of 

sedan and SUV cars while considering the cosntraints of availability of 

line A and line B. 

BY USING BIG-M METHOD 

The given LPP can be written in the standard form as -

Max Z =X+y+ 0s, + 0s2 + Os3 - MA 

Subject to: 20x + 25y + s, + 0s, + 0s, + 0A = 300 

[1 
Let B =|o 

lo 

with x1, X2 >0. 

1 

[1 

0 

0 

15x + 20y + 0s, + S + 0s +0A = 250 

0 
’ Xg =0 1 

0] 

Then an initial basic feasible solution is given by 

LO 0 

1 

X+ Oy + Os + Os> -S +A = 10 

X�  = B-b 

0 and setting x =0, y= 0, S3 =0. 

013001 
0 

1 
250 =o 1 

[1 0 0] [3001 [3001 

10 lo 0 

[12] 
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1 
250 =250 
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Initial simplex table 

CB 

0 

0 

-M 

B 

S1 

S2 

Cg 

Xp = (S,, S2, A) = (300, 250, 10) 

A 

XB 

300 

B 

250 

S1 

First iteration 

10 

ZË 

1 

X 

XB 

20 

100 

15 

Z;-C; -M-11 

1 

-M 

1 

1 

X 

y 

0 

25 

20 

0 

Drop the artificial variable A's column. 

-1 

0 

1 

1 

25 

0 

0 

0 

0 

[131 

S1 

1 

1 

0 

0 

0 

0 

S2 

S3 

-1 

M 

Since z -C =-M-1, the most negative, the variable x will enters 

basis B in place of A (leaving variable). Here, the pivot element 

M 

S3 

-M 

20 

A 

1 

-M 

0 

Ratio 

300 

20 

250 

15 

10 

1 

= 15 

100 

= 16.6 

25 

= 10 

Ratio 

= 4 1 



0 

1 

CB 

1 

S2 

0 

X 

Second iteration 

1 

B 

100 

S2 

10 

X 

4 

20 

0 

10 

1 1 

1 

1 

X 

1 

20 

Since z, - Cz =-1, the most negative, the variable y will enters basis 
B in place of s, (leaving variable). Here, the pivot element is 25. 

1 

-1 

1 

1 

1 

0 

0 

0 

[14] 

0 

0 

S1 

1 

25 

4 

5 

0 

1 

25 

1 

1 

25 

0 

0 

S2 

0 -1 

1 

0 

15 

5 

-1 

5 

-1 

0 

S3 

4 

5 

-1 

-1 

1 

100 

5 

20 
= 5 

Ratio 

4 

4/5 
=5 

Since z5 - C5 =-the most negative, the variable s will enters 

basis B in place of y (leaving variable). Here, the pivot element is 4/5. 



Third iteration 

CB 

0 

0 

1 

B 

S3 

S2 

X 

XB 

5 

25 

15 

1 1 

X 

0 

0 

1 

1 

0 

5 

4 

And max Z = 15 +0 = 15 

5 

4 

5 

4 

5 

4 

1 

4 

S1 

1 

20 

15] 

3 

4 

1 

20 

1 

20 

1 

20 

Hence, the optimal solution is x = 15, y = 0. 

0 

S2 

0 

1 

0 

0 

0 

0 

S3 

1 

0 

0 

Since all z - c 0, the optimal solution has been reached. 

0 

0 

Ratio 

Hence, the plant must produce only sedan cars to maximize his 

weekly car production. 



SOME OTHER APPLICATIONS 

Linear programming problems (LPPs) have numerous applications 

across various fields. Some common applications include: 

1. Production Planning: LPPs are widely used in manufacturing 

industries to optimize production schedules, resource allocation, 

and inventory management. 

2. Logistics and Transportation: LPPs help in determining the most 

efficient routes for transportation, minimizing costs while meeting 

demand and capacity constraints. 

3. Finance and Investment: LPPs aid in portfolio optimization, where 

investors aim to maximize returns while minimizing risks within 

given constraints such as budget limits and risk tolerance. 

4. Supply Chain Management: LPPs optimize supply chain 

operations by determining the best allocation of resources, 

production levels, and distribution strategies to meet demand while 

minimizing costs. 

5. Resource Allocation: LPPs are used in various resource allocation 

problems such as workforce scheduling, facility location planning, 

and energy distribution optimization. 

[16] 



6. Marketing and Advertising: LPPs assist in optimizing marketing 

campaigns by determining the allocation of resources across 

different channels to maximize reach and effectiveness within 

budget constraints. 

7. Telecommunications: LPPs help in optimizing network design, 

routing, and resource allocation in telecommunications networks to 

minimize costs and maximize efficiency. 

8. Environmental Management: LPPs are utilized in environmental 

planning and management to optimize resource usage, waste 

management, and pollution control strategies. 

9. Healthcare Management: LPPs aid in healthcare resource 

allocation, such as determining the optimal staffing levels, 

scheduling surgeries, and optimizing hospital resource utilization. 

10. Agricultural Planning: LPPs assist in crop planning, land use 

optimization, and farm management by maximizing yields while 

minimizing costs and resource usage. 

[17] 




























































































































































































































































































































































